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- results and comparisons
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where $\mathcal{L}\left(z, Q^{2}\right)$ is a luminosity (convolution of pdfs) and $\hat{\sigma}\left(z, \alpha_{s}\left(Q^{2}\right)\right)$ is the partonic cross-section.

In the partonic cross-section $\hat{\sigma}\left(z, Q^{2}\right)$ powers of $\log (1-z)$ appear.
In the threshold limit $z=\frac{Q^{2}}{s} \rightarrow 1$, when almost all the parton energy goes to the DY pair, these logs need to be resummed.
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- a non-physical region of the parton cross-section contributes
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- If the original series converges $\Rightarrow f_{\mathrm{B}}(z)=f(z)$
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Applied to $\mathcal{M}^{-1}(\exp \mathcal{S})$ :

- the Borel transform converges
- the inversion integral diverges (the series isn't Borel-summable)
- proposed solution: cut-off $C$ in the inversion integral
$\hat{\sigma}^{\mathrm{BP}}(z, C)=\left[\frac{1}{2 \pi i} \oint_{\mathcal{C}} \frac{d \xi}{\xi \Gamma(\xi)}(1-z)^{\xi-1} \int_{0}^{C} d w e^{-\frac{w}{\bar{\alpha}}} \frac{d}{d w} \exp \mathcal{S}\left(\frac{w}{\xi}\right)\right]_{+}$


## Remarks

- resummed expression at parton level $\Rightarrow$ no convolution problems
- asymptotic to the original divergent series
- parameter $C$ to estimate ambiguity
- the cut-off is related to the inclusion of higher-twist terms

$$
\exp \left(-\frac{C}{\bar{\alpha}}\right) \simeq\left(\frac{\Lambda^{2}}{Q^{2}}\right)^{C / 2}
$$

## Total cross-section (pp, normalized to LO, cteq6.6 pdfs used)



## Rapidity distribution (pp, cteq6.6 pdfs used)
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## Main concepts and results

- Perturbative expansions are divergent:
- ambiguity in the extraction of a finite result
- some prescriptions to deal with divergence are available
- estimate ambiguity using different prescriptions
- Is the ambiguity important?
- total cross-section (and rapidity distribution): non-negligible
- transverse momentum distribution: very small


## Outlook

- Improve matching procedure (small $x$ behavior)
- Study other processes (e.g. Higgs production)


## MP vs BP for single logarithm

Using Minimal prescription we get the exact inversion

$$
\mathcal{M}^{-1}\left[\log \frac{1}{N}\right]_{\mathrm{MP}}=\left[\frac{1}{\log \frac{1}{z}}\right]_{+}
$$

Using Borel prescription we get the more physical result

$$
\mathcal{M}^{-1}\left[\log \frac{1}{N}\right]_{\mathrm{BP}}=\left[\frac{1}{1-z}\right]_{+}\left(1-e^{-\frac{C}{\bar{\alpha}}}\right)
$$

## Deduction of Borel prescription (1)

$$
\mathcal{M}^{-1}[\exp \mathcal{S}-1]=\sum_{k=1}^{\infty} h_{k} \bar{\alpha}^{k} \mathcal{M}^{-1}\left[\log ^{k} \frac{1}{N}\right]
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\mathcal{M}^{-1}\left[\log ^{k} \frac{1}{N}\right] \simeq \sum_{j=1}^{k}\binom{k}{j} \Delta^{(j)}(0)\left[\frac{\log ^{k-j}(1-z)}{1-z}\right]_{+}
$$

Then, defining $\ell=\log (1-z)$

$$
\begin{aligned}
\mathcal{M}^{-1}[\exp \mathcal{S}-1] & =\left[\frac{R(z)}{1-z}\right]_{+} \\
R(z) & =\sum_{k=1}^{\infty} h_{k} \bar{\alpha}^{k} \sum_{j=1}^{k}\binom{k}{j} \Delta^{(j)}(0) \ell^{k-j}
\end{aligned}
$$

## Deduction of Borel prescription (2)

We use the identity
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$$

